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Introduction

Advanced cancer treatment methods viz. intensity 
modulated radiation therapy (IMRT) and volumetric 
modulated arc therapy (VMAT) have made it possible 
to deliver conformal dose distribution to the target 
while reducing the dose to vital structures vicinity to the 
tumor. However, these sophisticated treatment methods 
also necessitate the use of treatment planning system 
(TPS) with more precise dose calculation algorithms [1]. 
The features of a therapeutic radiation beam will vary 
depending on the tissues it interacts inside the human 
body as it is made up of heterogeneous tissues such as 
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bones, lungs, sinuses, oral and nasal cavities. Additionally, 
the immobilization device that holds the patient during 
treatment in place on the treatment table may generate 
an air gap through which the photon beam can travel 
[2]. Sometimes this gap perturbs the dose calculation 
that is why there is need of using appropriate algorithm. 
Commercially available TPSs are using various dose 
calculation algorithms that take into consideration the 
existence of various heterogeneity media, in order to 
accurately calculate the absorbed dose in the irradiated 
tissues having heterogeneous medium.

For dose calculation, Elekta medica system provides 
XiO and Monaco TPSs for radiation dose computation. For 
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dose optimization, the XiO and MONOCO TPS utilizes 
The XiO (version 5.0) TPS utilizes Convolution (C), 
Superposition (S) and Fast Superposition (FS), Monaco 
(version 5.0 ) TPS utilizes Collapsed Cone Convolution 
(CCC) and Monte Carlo (MC) algorithms for dose 
computation, respectively [3]. 

The XiO Fast-Fourier Transform (FFT) Convolution 
(C) and Superposition (S) (Wiesmeyer and Miften) 
dose computation algorithms use the convolution of the 
TERMA (i.e., total energy released in the medium per 
unit mass) with energy deposition kernel (EDK). Kernel 
usually computed using monte-carlo simulation [4, 5].

TERMA is defined as following integrating over the 
beam spectrum [6], 

Where,
φE (r) is energy fluence, μ/ρ(r, E) is mass attenuation 

coefficient

TERMA coincide with absorbed dose for energy 
released locally absorbed. For secondary energy transport, 
dose can be computed in the media using the following 
convolution,

In homogeneous media,

Where, 
h (s,E) is known as dose spread kernel (DSK), at 

energy E and position s relative to the point of scattering 
of the primary photon. It defines the energy transport by 
the secondary particles, including single and multiple 
scattered photons, photoelectric electrons, Compton 
electrons, electron–positron pairs, bremsstrahlung 
photons, photonuclear particles and so on.

In inhomogeneous media, the translation invariance is 
broken and a single DSK may no longer account for the 
secondary transport throughout the medium. Therefore, 
a full superposition integral need to be carried out [6]:

where, 
k(r, s, E) is the normalized energy delivered at point r 

by secondary particles, associated to a primary photon of 
energy E interacting in s:

FFT Convolution Algorithm:

To execute the FFT convolution, the EDK defined 
by Mackie et al. must be interpolated from spherical 

to Cartesian coordinates on a common grid with the 
TERMA [5]. Steep kernel gradient complicates the 
sampling and interpolation of kernels from spherical to 
Cartesian coordinates. Adaptive quadrature techniques 
ensure that the correct energy at and near the interaction 
point is represented in the Cartesian coordinates. Sharpe 
and Battista and Mackie et al reported maximum volume 
used on XiO TPS, is about 30 cm in forward direction, 5 
cm in backscatter direction and twice the field geometric 
dimension laterally for accurate dose estimation [7-9].

The XiO FFT C and S algorithms (Wiesmeyer and 
Miften) are algorithms are identical in nature. However, 
FFT C does not calculate dose as accurately as FFT S 
algorithm in the presence of tissue in-homogeneities [4].

Superposition Algorithm
The FFT S algorithm taken into account the variations 

in electron density, and based on ray tracing between 
the interaction and dose deposition sites, and scales the 
path length by density to get radiological path length 
between these sites. Hence the convolution equation 
which get modified for radiological path length is 
called the superposition equation. In superposition 
dose computation, the EDK can be modified to account 
for variations in electron density [6]. The XiO FFT S 
algorithm is an adaptation of “collapsed cone” dose 
calculation method [3]. Unlike FFT C algorithm, FFT S 
splits dose computation into two parts; primary kernel (for 
primary electron) and scatter kernel (for scattered photon).

Fast superposition algorithm
Spherical kernels, or “dose spread arrays”, are 

cylindrically symmetric and defined in terms of rays 
traced along zenith and azimuth angles. The spherical 
kernel computation has been augmented with the ability 
to combine (select and sum) adjacent zenith rays in the 
kernel [3, 10]

Thus, for a trade-off between optimizing speed 
and accuracy, number and direction of the zenith rays 
are controlled. Higher zenith rays mean slower and 
more accurate computation and fewer zenith rays leads 
to fast and compromised accurate computation. For 
evenly-spaced azimuth angles, it is possible to control 
of both the direction and number of zenith and azimuth 
rays. The fast mode offers a fast Superposition dose 
computation with a factor of ~2.5 at the cost of minimal 
loss in accuracy, compared to the “standard” superposition 
calculation. Specifically, in few clinical scenarios, the fast 
Superposition dose is less accurate in terms of monitor 
units and dose compared to Superposition dose by 1-2%.

Collapsed Cone Convolution (CCC)
The CCC algorithm offers an efficient way to deal with 

DSK. In CCC, it is assumed that all the energy is released 
into the coaxial cones of equal solid angle. Further, it 
is transported rectilinearly, attenuated and deposited in 
elements on the axis. Inhomogeneity correction in the 
irradiated volume is performed using the density scaling 
of the kernel during convolution. The CCC offers good 
agreements with the measurements, except in low-density 
medium, where lateral charge particle equilibrium doesn’t 
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heterogeneous medium.

Materials and Methods

In order to introduce the inhomogeneity, rectangular 
Styrofoam cube of varying thickness was sandwiched 
between the slabs of solid water. First 5.0 cm solid water 
then cubes of Styrofoam (thickness of (a) 1.9 cm, (b) 3.8 
cm and (c) 5.7 cm ) to create air gap between slabs as 
shown in Figure. 1 followed by 10.0 cm of solid water 
slabs. Phantom was scanned on the Wipro GE computed 
tomography (CT) scanner and DICOM images were 
transferred to XiO and Monaco TPS shown in Figure 
2. A slice thickness of 1 mm was used for CT scan with 
scanning parameters of 120 kVp, 80 mAs.

Elekta Synergy Platform linear accelerator (LINAC) 
was used to generate the photon beam of 4 MV, 6 MV and 
15 MV energies, respectively. A source-to-surface (SSD) 
of 100 cm setup was used for the experiment purpose. The 
central axis dose was calculated using C, S, FS algorithm 
in XiO TPS and CCC, MC in Monaco TPS for the field 
geometries of 5 x 5 cm2 and 10 x 10 cm2, respectively. The 
calculation grid used was 3.0 mm x 3.0 mm x 3.0 mm. The 
dose calculated (a) before Styrofoam up to 4.0 cm from the 
top of the phantom’s surface, and (b) beyond Styrofoam 
up to 10.0 cm from the Styrofoam/solid-slab phantom. 

An Ion-chamber (IC) FC65G in combination with an 
electrometer was used to collect the charge produced at 
point of measurements. Later charge was converted to dose 
as per technical series report 398 (TRS-398) as prescribed 
by IAEA. The charge collected was converted to dose 
using the correction factor namely viz., temperature, 
pressure, ion-recombination, and polarization. IC was 
calibrated in a secondary standard laboratory for dose-
to-water calibration factor, which was also applied to get 
dose from the collected charge.

Dose Comparison
The central axis dose (CAX) was calculated for field 

geometry of 5.0 cm x 5.0 cm and 10.0 cm x 10.0 cm under 
SSD setup for (a) 1.9 cm gap of air (b) 3.8 cm gap of air, 
and (c) 5.7 cm gap of air. IC measured dose were validated 
on the central axis against the computation of C, S, FS, 
CCC and MC algorithms using the following formulae. 

Results

The CAX data were measured for 5 x 5 cm2 and 10 x 
10 cm2 field opening using 4, 6 and 15 MV photon beams. 
IC measured data and algorithm computed data were 
tabulated in Supplementary Tables 1,2, 3. 

In first 5 cm of solid water (1.9cm air gap)
For 5 x 5 cm2, the difference between IC measured and 

TPS computations were 1.37 to -4.0 %, 0 to -4.68%, 0 to 
-5.17%, 0.73 to -2.79 % and 2.52 to -3.99 % for 4 MV, 
similarly 0.25 to -0.94 % , 2.0 to -6.07 %, 1.85 to -1.25 % , 
1.77 to -3.65 and 0.34 to -8.97 % for 6 MV, similarly, 2.74 

exist [10]. 

Monte Carlo (MC)
The MC offers stochastic solution in simulation of 

the interaction between primary/secondary particle and 
media, by defining probability density distribution of 
the randomly sampled particle interaction history. Initial 
simulation uses pre-filled phase space of the beam line. 
Later particle path is divided into small steps of mean free 
path of the particle in the media. The amount of energy 
lost in each interaction and produced secondary particles, 
and their path along with subsequent interactions are 
recorded. This process is continued until each particle is 
locally deposited [6]. This simulation process has to be 
repeated N times to minimize the statistical uncertainty 
of the computation. This may lead to a vast computation 
depending upon the complexity and size of the geometry 
or desired accuracy. Finally, dose is calculated by 
summing the all-energy releases that occurred in each 
mass element of the media. GEANT, EGS, BEAM, 
PENELOPE and XVMC are the examples of MC code 
used in RT. Mass density, electron density and atomic 
composition are required to calculated radiation transport 
in the tissue [11-15]. 

Dose computation algorithm are well-known for their 
limitation in dealing with low-density interfaces. Kumar 
et al. highlighted the limitation of dose computation 
algorithm in dealing with low-density heterogeneities [16]. 
Rana et al. reported the limitation of dose computation 
in dealing with small lung tumors and air gaps created 
by immobilization tools [17]. Fogliata et al. investigated 
the behavior of dose algorithm in presence of simple 
geometric inhomogeneities and reported discrepancies 
amongst different algorithms for inhomogeneity of density 
of 0.035 g/cc [18]. Further, they concluded more enhanced 
discrepancies with increase in photon beam energies and 
decrease in field geometry. 

The comparative study reported by Saini et al. using 
pencil beam convolution algorithm (PBC), Collapsed 
Cone Convolution (CCC) and Monte Carlo (MC) 
algorithm in the Monaco treatment planning system [19]. 
The investigations were mostly concentrated around the 
tissue heterogeneity interface in the comparison between 
TPS calculated and measured data, and it is yet unknown 
how accurately algorithms are predicting dose at many 
depths beyond various air gap widths. Accuracy of dose 
computation algorithm became of utmost importance for 
better therapeutic outcome in inhomogeneous medium 
in radiotherapy. Therefore, present study tries to explore 
the behavior of dose computation algorithm equipped in 
XiO and Monaco TPS under the effect of heterogeneous 
medium of varying thickness. 

Present study uses C, S, FS equipped in XiO TPS, CCC 
and MC algorithms equipped in MONACO TPS for the 
dose calculations. The goal of this study is to investigate 
results of five different dose calculation algorithms 
at central axis depth dose with varying heterogeneity 
using three-dimensional conformal radiation therapy 
(3DCRT) techniques for three different photon energies. 
This study will also help medical physicists to determine 
which algorithm is appropriate for dose calculation in 
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Figure 1. First 5.0 cm Solid Water then Cubes of Air to create air gap between slabs (thickness of (a) 1.9 cm, (b) 3.8 
cm and (c) 5.7 cm followed by 10.0 cm of solid water slabs)

Figure 2. DICOM Images of Experimental Setup in TPS

to -1.22%, 3.16 to -1.50%, 4.53 to -0.21, 0.12 to -1.46 %, 
and 6.93 to -0.60 for 15 MV using CCC, C , FS, MC and 
S dose computation algorithms, respectively.

For 10 x 10 cm2, the difference between IC measured 
and TPS computations were 0.54 to 0 % , 0.96 to -0.96 
%, 0 to -0.30 % , 0.10 to -0.44 and 0 to -0.42 for 4 MV, 
similarly 0.21 to -0.61 %, 0.0 to -0.92 %, 0.41 to -0.02 %, 
0.00 to -0.21 and 0.96 to -0.10 for 6 MV, similarly, 0.00 
to 0.20 %, 0.2 to 0 %, 0.70 to -0.81 %, 0 to -0.30 and 0.00 
to -0.71 % for 15 MV using CCC, C , FS, MC and S dose 
computation algorithms, respectively.

In first 5 cm of solid water (3.8cm air gap)
For 5 x 5 cm2, the difference between IC measured and 

TPS computations were 0.63 to -1.03 %, 0 to -5.05%, 0 to 
-1.91%, 0.7313o -0.64 % and 1.83 to -0.05 % for 4 MV, 
similarly 1.42 to -0.90 % , 2.26 to -1.30 %,0.66 to 0.0 % 
, 1.23 to -2.47 and 3.30 to -0.23 % for 6 MV, similarly, 
1.26 to -1.27%, 2.75 to -1.55%, 0 to -1.73, 0.22 to -2.08 
%, and 2.57 to -1.85 for 15 MV using CCC, C , FS, MC 
and S dose computation algorithms, respectively.

For 10 x 10 cm2, the difference between IC measured 
and TPS computations were 1.6 to -3.67 % , -.95 to -7.29 
%, -1.14 to -5.17 % , -1.52 to -2.86 and 6.80 to -3.19 for 
4 MV, similarly 0.69 to -1.38 %, 0.53 to -4.24 %, 2.74 to 
-0.1 %, 2.29 to -2.55 and 5.42 to -0.42 for 6 MV, similarly, 
2.72 to 0.00 %, 0.85 to -6.94 %, 0.79 to -2.36 %, 1.19 to 
-1.40 and 2.87 to -1.03 % for 15 MV using CCC, C , FS, 
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Figure 3. Illustrates the Observed PDDs as well as the Computed PDD Curves Using Algorithms in Phantoms A (1.9 
cm air gap thickness), B (3.8cm air gap thickness), and C (5.7cm air gap thickness) for energy 4MV and field sizes 
5X5 cm2, and 10X10 cm2and XIO TPS ( C, S and FS) and Monaco TPS ( CCC and MC).

MC and S dose computation algorithms, respectively.

In first 5 cm of solid water (5.7cm air gap)
For 5 x 5 cm2, the difference between IC measured and 

TPS computations were 0.28 to -1.21 %, 0.00 to -7.07%, 
0 to -6.5%, 0.53 to -1.42 % and 0.00 to -6.05 % for 4 MV, 
similarly 0.23 to -1.64 % ,0.00 to -6.37 %, 1.51 to -0.85 
% , 0.89 to -1.98 and 1.59 to -4.16 % for 6 MV, similarly, 
1.61 to -0.54%, 3.23 to -1.09%, 0.65 to -5.40, 1.99 to -1.20 
%, and 0.88 to -0.17 for 15 MV using CCC, C , FS, MC 
and S dose computation algorithms, respectively.

For 10 x 10 cm2, the difference between IC measured 
and TPS computations were 0.00 to -2.07 % , 0.00 to -4.61 
%, 0 to -4.56 % , 0.00 to -2.90 and 0.00 to -5.79 for 4 MV, 
similarly 1.19 to -0.41 %, 6.71 to -0.82 %, 5.62 to -0.93 

%, 0.53 to -1.43 and 6.81 to -0.71 for 6 MV, similarly, 
1.32 to -1.08 %, 2.34 to -0.29%, 1.48 to -1.66 %, 1.76 to 
-2.21 and 0.00 to -2.81 % for 15 MV using CCC, C , FS, 
MC and S dose computation algorithms, respectively.

After air gap of 1.9 cm
For 5 x 5 cm2, the difference between IC measured and 

TPS computations were 2.30 to -1.66 %, 2.86 to -9.67%, 
5.22% to -6.19, 0.10 to -3.81 % and 8.18% to -3.50 for 
4 MV, similarly 4.67 to -1.07 % , 2.76 to -10.05 %, 3.11 
to -7.66 % , 2.94 to -3.26, and 1.62 to -3.07 % for 6 MV, 
similarly, 2.11 to -3.39 %, 3.18 to -8.12 %, 4.39 to -1.47 %, 
3.17 to -2.83 %, 4.34 to -2.81 % for 15 MV using CCC, C 
, FS, MC and S dose computation algorithms, respectively.

For 10 x 10 cm2, the difference between IC measured 



Ajay Katake et al

Asian Pacific Journal of Cancer Prevention, Vol 254386

Figure 4. Illustrates the Observed PDDs as well as the Computed PDD Curves Using Algorithms in Phantoms C 
(5.7cm air gap thickness) for energy 6MV and field sizes 5X5 cm2, and 10X10 cm2and XIO TPS ( C, S and FS) and 
Monaco TPS ( CCC and MC).

and TPS computations were 3.06 to -0.03 %, -0.52 to 
-0.94 %, -0.30 to -1.48 %, -0.10 to -0.39 % and -0.12 
to -0.58 % for 4 MV, similarly 0.55 to -0.97 %, -0.92% 
to -0.92, 0.62% to -3.69,, -0.21 to -0.21% and 0.45% to 
-0.34 for 6 MV, similarly, 1.01 to 0.20 %, 0.20 to 0.20 %, 
-0.08 to -2.71 %, -0.30 to -0.30 % and -0.20 to -1.19% for 
15 MV using CCC, C , FS, MC and S dose computation 
algorithms, respectively.

After air gap of 3.8 cm
For 5 x 5 cm2, the difference between IC measured 

and TPS computations were 1.36 to -2.16%, -2.20 to 
-5.28%, 2.82% to -13.51 %, 1.51% to -2.02% and 13.49% 
to -2.99% for 4 MV, similarly 0.99% to -1.99%, 1.36% to 

-10.47%, 3.34% to -4.01%, 2.69% to -0.62 % and 5.75% 
to -1.02% for 6 MV, similarly, 2.07% to -0.74 %, 3.34% 
to -8.70 %, 5.01% to -1.26%, 2.82% to -2.00 %, and 6.33 
% to -2.62% for 15 MV using CCC, C , FS, MC and S 
dose computation algorithms, respectively.

For 10 x 10 cm2, the difference between IC measured 
and TPS computations were 1.16 to -3.67%, -1.95 to 
-7.29%, -1.14% to -5.17 %, -1.52% to -2.86% and 6.80% 
to -3.19% for 4 MV, similarly -0.49% to -3.14%, 9.57% to 
-0.72%, 4.35% to -2.98%, 0.74% to -1.23 % and 12.67% 
to 2.65% for 6 MV, similarly, 3.58% to 0.30%, 0.79% to 
-5.07%, 5.01% to -2.92%, 2.85% to -2.70 %, and 4.87% 
to 0.30% for 15 MV using CCC, C , FS, MC and S dose 
computation algorithms, respectively.
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Figure 5. Illustrates the Observed PDDs as well as the Computed PDD Curves Using Algorithms in Phantoms C 
(5.7cm air gap thickness) for energy 15MV and field sizes 5X5 cm2, and 10X10 cm2and XIO TPS ( C, S and FS) and 
Monaco TPS ( CCC and MC).

After air gap of 5.7 cm
For 5 x 5 cm2, the difference between IC measured 

and TPS computations were for -1.15 to -3.08%, -4.34 to 
-11.73 %, 1.10 to -5.29 %, 0.61% to -3.01% and 9.01% 
to -5.78% for 4 MV, similarly 0.56% to -3.32%, 1.19% to 
-11.09%, 2.08% to -2.66%, 1.79% to -2.65%, and 2.51% 
to -5.05% for 6 MV, similarly, 2.17% to -2.16%, 3.21% 
to -6.50%, 9.43% to 4.66%, 2.91 to -1.01%, and 13.31% 
to -6.86% for 15 MV using CCC, C , FS, MC and S dose 
computation algorithms, respectively.

For 10 x 10 cm2, the difference between IC measured 
and TPS computations were -0.93 to -3.32%, 0.83% to 
-6.43%, 1.85% to -5.05%, 2.89% to -3.03%, and -1.26% 
to -5.29% for 4 MV, similarly 1.76% to -2.01%, 3.04% to 

-10.75%, 3.87% to -2.86%, -0.66% to -1.74 %, and 3.54% 
to -0.71 % for 6 MV, similarly, 2.37% to 0.03%, 5.49% 
to -3.40%, 4.41% to -4.98%, 0.74% to -2.34%, 11.16% 
to 0.09% for 15 MV using CCC, C , FS, MC and S dose 
computation algorithms, respectively.

The observed PDDs as well as the computed PDD 
curves using algorithms in phantoms A (1.9cm air gap 
thickness), B (3.8cm air gap thickness), and C (5.7cm air 
gap thickness) for energies 4MV, 6MV and 15MV and 
field sizes 5X5 cm2, and 10X10 cm2and XIO TPS ( C, S 
and FS) and Monaco TPS ( CCC and MC) as shown in 
Figures 3,4,5.
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Discussion

It is important to comprehend the advantages and 
disadvantages of every single algorithm because the 
performance and quality of a TPS are based on the 
various types of algorithms utilized at various planning 
system. In our investigation, we employed five different 
algorithms and try to determine which algorithm is best 
for calculating dose at the air-water interface and treating 
patients. 

The dose estimation performance of MC over various 
air gap widths in basic geometric scenarios was assessed 
by comparing computed C, S, FS, and CCC algorithm data 
to experimental observed data for 4 MV, 6 MV, and 15 
MV photon beam. The findings of this experiment showed 
that MC performed better in dose computation across air 
gaps/cavities than C, S, FS and CCC when compared to 
measurements, regardless of the energy used, field size 
selected, or air gap introduced. The results of this study 
suggest that MC is a superior method for calculating dose, 
particularly in the presence of low-density inhomogeneity. 
This type of experiment work evaluates the intrinsic 
limitations of a dose computation algorithm and help to 
make a better choice to compute the dose precisely. 

In present study, there was no trend found for any 
dose algorithms in post air gap region. This can be 
attributed using the fact that there is difference lateral 
spreads of secondary electron produced in low-density 
region, and different approach used by various algorithm 
in modelling these secondary electron leads to difference 
in the computation data. 

Muralidhar et al. investigated the C, S and FS 
algorithms for various treatment cites (lung, prostate, 
esophagus, hypopharynx) and concluded that care should 
be taken while making the choice for the algorithm 
because it can lead to significant alteration in the treatment 
outcomes [20]. Verma et al. recommended the MC over 
the PB (Pencil Beam), C, FS, S algorithm for the treatment 
of lung cancer [21]. They reported the over-estimation 
of doses to target as well as OAR’s with significant 
alternation in dose to bony and air tissue parts for C 
compared to FS, S for breast radiotherapy [22].

Chaikh et al. highlighted the need of validation of 
algorithms in local clinic and proposed the formulism 
to provide the highest probability of decease cure, with 
the lowest toxicity to OAR’s and lower morbidity [23]. 
Further, Chaikh et al. and Lalit et al. highlighted that with 
the upgrade in TPS software, there can be a dosimetric 
shift of more than 5-10 % for newer version of algorithm 
from its older version [23, 24]. TPS is a significant source 
of error, contributing up to 50% of the total errors that 
may lead to the deviation between planned and measured 
dose [25-27]. ICRU reported that majority of RT failure 
is related to geometric miss in target delineation and 
dosimetric issues of more than ± 3% [28]. It has been 
proven that for 1 % improvement in overall accuracy, there 
is two-fold increase in treatment outcome [29].

Hence, based on the study, it can be concluded that 
MC has better agreement with IC measured data compared 
to other algorithm used in the study, regardless of photon 
energy, air-gaps used with different beam openings.

In conclusion, the dose estimation performance of MC 
over various air gap widths in basic geometric scenarios 
was assessed by comparing computed C, S, FS, and 
CCC algorithm data to experimental observed data for 
a 4 MV, 6 MV, and 15 MV photon beam. The findings 
of this experiment showed that MC performed better in 
dose computation across air gaps/cavities than C, S, FS 
and CCC when compared to measurements. The results 
of this study suggest that MC is a superior method for 
calculating dose, particularly in the presence of low-
density inhomogeneity. When using reduced field sizes 
for radiation treatment, care must be taken to eliminate 
excessive air gaps caused by immobilization devices. 
As a result, we recommend that each beam data set and 
algorithm undergo a detailed examination of the accuracy 
for dose calculations in heterogeneous media.
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